
AI复习

第2章 逻辑与推理

2.1 命题逻辑

命题：能确定是真还是假的陈述句

原子命题：简单命题，只有一句

复合命题：多个命题，用与、或、非、条件(-
>)、双向条件(<->)连接

逻辑等价：P21的表格2.3

逆否命题

蕴含消除

demorgan定理

析取范式 以V连接的多个简单式或者(A∩B)这类合取式子

合取范式 以∩连接的多个简单式或者(AVB)这类析取式子

2.2 谓词逻辑

个体

谓词
刻画个体属性或者个体之间的关系，其值为真或

假

p(x)：x是质数

father(x,y):x是y的father

全称量词：任意

存在量词：存在

变元

约束变元：被全称量词或者存在量词约束

自由变元：不受全称量词或者存在量词约束

A(x)谓词公式，x和y是变元，a是常量符号，具
体-P30

A(a)<=>存在x,A(x)

2.3 知识图谱推理

知识图谱定义

有向图，描述实体和实体之间的关系

一阶逻辑FOL(first order logic)  三元组
<left_node,relation,right_order>

推理方法

归纳逻辑程序设计ILP FOIL归纳推理 p34
First order inductive learner

属于一阶归纳学习

序贯覆盖

即从一般到特殊，逐步添加目标谓词的前提约束

谓词，直到所构成的推理规则不覆盖任何返例

输入：目标谓词、训练样例（正例反例）、其他

背景知识样例

输出：可得到目标谓词结论的推理规则

算法：

① 将目标谓词作为结论
② 其他谓词作为前提约束谓词，逐一添加到推理
规则中，计算FOIL信息增益值
③ 选可以带来最大信息增益的前提约束谓词放入
推理规则，得出新的推理规则

④ 删除训练样例集合中与该推理规则不符的样例
⑤ 重复2 3 4直到推理规则不覆盖任何反例

信息增益值判断出添加的前提约束谓词的质量，

和背景知识样例数目无关。其值越大越好，如果

没有正例存在，那么为NA

流程图：
https://blog.csdn.net/weixin_45459356/article/d
etails/116019830

路径排序算法PRA

思路：将实体之间的关联路径作为特征，学习目

标关系的分类器，属于监督学习，不属于一阶逻

辑推理

算法：

① 特征抽取：生成并选择路径特征集合
② 特征计算：计算每个训练样例的特征值P(s-
>t, Πj)，可以是概率、bool、频次等
③ 分类器训练

结果：给定两个实体，判断其是否具有分类器所

表达的关系（即节点之前是否具有分类器所能辨

认的关系）

基于分布式表达的知识推理

马尔可夫逻辑问题

第3章 搜索算法

3.1 搜索算法基础

基本定义

状态：当前情形的描述

动作：从一个状态转移到另一个状态的行动

状态转移：发生动作时状态变化的过程

路径，代价：所有状态转移的总路线和耗费

目标测试：goal_test来判断状态s是否为目标状
态

评价指标

完备性：存在解，算法能否找到

最优性：保证找到的第一个解是最优解

时间复杂性 and 空间复杂性

算法框架

边缘集合=开表：下一步可以探索的所有候选
节点

扩展

BFS

DFS

剪枝
排除环路解决不停机问题，同时也保留了找到最

优解的可能性

无信息搜索
不利用额外信息是无信息搜索，A*是启发式或者
有信息搜索

图搜索和树搜索

可/不可扩展边缘结点 是否可再扩展，不可拓展的可能是已经出现过

闭表closed list：图搜索算法
维护储存所有被扩展过的结点的状态

图搜索相比树搜索扩展的结点更少（剪枝、闭表）

但可能找不到最短路径，无法保证最优性

所以需要算法上做很多限制和调整

区别：图搜索一个状态只能对应一个节点；树搜

索中一个状态可以同时多次出现代表不同节点

3.2 启发式搜索
informed/heuristic
（有信息搜索）

基本概念

启发函数h(n)
估计结点n距离达成目标还需付出多少代价 算代价 又叫做辅助信息

常用来规定pick_from函数，heuristic function

评价函数f(n)
决定搜索算法扩展结点n的优先度 选节点

f(n)越小，被挑选优先级更高。evaluation function

贪婪最佳优先算法

定义：符合f(n) = h(n)

需采用排除环路的剪枝方法！保证完备性

但可能方法找到的解不是最优解

问题：只考虑了到目标点的代价，没考虑从初始

点到该节点的代价

A*算法

最优性需要启发函数具有可容性与一致性

可容性：启发函数不会过高估计从节点n到目标
节点之间的实际开销代价 (即小于等于实际开销)

一致性：假设节点n的后续节点是n',则从n 到目标
节点之间的开销代价一定小于等于从n到n'的开销
再加上从n'到目标节点之间的开销（联想三角）

g(n)：起始结点 到 结点n的路径代价

A*算法中，启发函数h(n)又叫辅助信息

定义f(n) = g(n) + h(n)

当前扩展节点并非总是当前节点的相邻后继节点

（不要求）一致代价搜索UCS f(n) = g(n)

3.3 对抗搜索
adversarial
博弈搜索

假设：信息确定、全局可观察、竞争对手轮流行

动、输赢收益零和

终局得分utility(s,p)：用来表示终局状态s下p的得分
总分是固定的，一人分可以得到另一人的分

终局状态检测、状态转移、动作

最大最小搜索 minimax search

交替探索2玩家决策：
玩家MAX想最大化终局得分；
玩家MIN想最小化终局得分

在计算搜索树种每个结点分数后，每一步由玩家自己的角

色选择使得分数max or min的行动，自下而上

MAX玩家在下一层MIN玩家给出的选择里找最大的；
MIN玩家在下一层MAX玩家给出的选择里找最小的；
为了在第二层决策，需要所有第三层的，以此类推需

要第四层的，需要一直递归下去直到叶子结点

terminal，往root返回

缺点：每次都要展开到最底下，树被完全拓展，复杂度很

高，b^m的时间，b*m的空间

Alpha-Beta剪枝算法

剪枝关键：算法对每个结点有一个预期的取值范

围

针对最大最小方法，第二层不需要所有第三层的

消息了，第三层有的点是废点，可以直接剪枝

思路总结：p87
 - 假设有一个位于MIN层的结点m，该结点能往上
面的MAX结点反馈的收益为alpha。
 - n说和m同层的sibling的后代结点。若当n的后
代被访问一部分后，导致n能往上面MAX层反馈
的收益<alpha，则n的未被访问孩子结点将被剪
枝。

可以为每个结点设置一个下界alpha值和一个上
界beta值，来判断该结点及其后续结点可否被剪
枝 

初始化为[-∞, +∞]

继承父结点的alpha和beta

更新

对于Max结点，若孩子MIN的收益>alpha，更新 调下限

对于Min结点，若孩子MAX的收益<beta，更新 调上限

若alpha>beta，该结点后续未访问结点被剪枝

举例：p90图

3.4 蒙特卡洛树搜索

问题：不能预先计算最优策略，需要一边探索一边调整 本章提到的搜索只有蒙特卡洛是采样搜索

贪心算法

普通 暴露探索 - 利用之间的关系

epsilon - 贪心算法

有epsilon概率随机摇

探索次数少的可能更优，但是没被摇到

没有考虑摇的次数，不合理

需要兼顾不确定度和极端偏大偏小值的舍去

少量的摇可以大概确定一个机器的数据分布了

上限置信区间算法 UCB1
upper confidence bounds

为每个动作的奖励期望计算一个估计范围，优先

采用估计范围上限较高的动作

如何计算奖励期望的估值范围
霍夫丁不等式

p99 式3.5

策略：第t次选择动作a_{l_t}，使（式3.5）l_t取值
最大

蒙特卡洛树搜索

要求降低，只找近似最优解

采样方法：蒙特卡洛法

步骤

1 选择
UCB1
从root开始向下递归选择子结点，直到leaf或者
具有未扩展child的结点L

2 扩展 如果L不是leave，随机扩展一个它的未被扩展的
child M

3 模拟 从M出发，随机走到终局，即走到leave

4 反向传播
用终局得分回溯更新到模拟路径中M及M以上结
点的（奖励均值，被访问次数）

上限置信区间树搜索 UCT

基于最大最小算法为基础的蒙特卡洛树搜索算法

用UCB1

蒙特卡洛采样

详细举例：看p103图即可

第4章 机器学习-监督学习

494.1 基本概念

4.2 回归分析

定义

分析不同变量之间存在的关系的研究-回归分析

刻画不同变量之间关系的模型-回归模型

一元线性回归

目标：最小化残差平方和的均值

最佳：mean(残差平方)最小

参数求解过程：最小二乘法 y=ax+b，见课本P118，思路为求偏导 根据拥有的数据，一次性求出

多元线性回归

扩展到矩阵，方法类似，见课本P119

线性回归中优化目标函数的求取过程与最小二乘

法相同

背诵结果：a=（X*X^T）^-1 * X * y

逻辑斯蒂回归/对数几率回归

线性回归的问题：对离群点特别敏感，导致建模不稳定

思想：在回归模型中引入sigmod函数，得到
y=sigmod(W^t*X+b)作为概率结果

sigmod在正负无穷处变化很平缓

Logistic输出具有概率意义（x为正例的概率），
常用于二分类问题

几率 y代表正概率/1-y代表负概率

对数几率/logit几率
log几率，p/1-p：代表了为正例的相对可能性
（p=y=sigmod(...)）

对log几率取对数，就得到了线性回归模型
log(P/(1-P))=WX+b

实际判断时，直接用WX+b的正负判断是正例还
是负例

数据x属于正例概率>负例概率，即P(y=1 | 
x)>0.5，等价于log>0，也就是wx+b>0

逻辑斯蒂回归本质上是个线性模型，可以用线性

函数wx+b是否>0判断分类

我们的训练目标是得到适合的W参数，训练时使
用的是sigmod模型，但是判断时候直接用W就
行，这并不矛盾

参数求取：对数似然函数

用sigmod计算出的概率和真实概率不断累积乘

比如（1,0）的两个结果对应y=0.9和y=0.4，那么
概率为0.9*0.6，代表当前的参数模型有多大概率
使得所有结果都为真

将最大似然函数取反，就得到了损失函数要最小

ppt39页，列出了对θ求偏导的结果：θj=θj-Σ(yi-
hθ(xi))xi

使用梯度下降法，多次epoch更新参数

补充：多项逻辑斯蒂回归模型

两者都是监督学习

多项逻辑斯蒂回归也称为softmax函数

两者都可以完成多分类任务

4.3 决策树

信息熵
表示纯度，其值越大纯度越低，Ent（D）= -sigma 
pklog2pk

如果全体为一个分类，那么pk=1，log取0；此时
值会很小

信息增益Gain(D,A)

依据某种特征划分后信息熵的减小量

计算时初始的信息熵来自分类结果，比如14个里
面有9+5的分类，就是0.940

信息增益率Gain-ratio 对信息增益偏向划分多属性。进行惩罚

Gini系数 衡量指标，1-sigma pk^2

实例

https://mp.weixin.qq.com/s?
__biz=MzIxMjA1NzQzMQ==&mid=2247485896&i
dx=1&sn=5b15dd14a34132e8be0e512a3c45de9
0&chksm=974aa5f0a03d2ce615cbc980dba24ad
bd8f157ca64e8932380719ebfb2179f852965d13e
e6e7&scene=21#wechat_redirect

就是：为每个节点选择划分属性，可以通过

Ent(D)也可以通过Gini，然后选择得到的值最小
的作为划分方案

4.4 线性区别分析LDA
Fisher线性判别分析FDA

基于监督的降维方法

Fisher准则定义类间方差与类内方差之比，使类
间方差尽可能的大，类内方差尽可能的小

高维数据，有label
根据label进行线性投影到低维空间，同类样本尽
可能靠近，不同类样本尽可能远离

LDA算法的目标是“类间距离尽可能大，类内方差
尽可能小”-最小化类内举例，最大化类间距离。
最大化Sb，最小化Sw，其比值要尽可能的大

核心思想是最大化类间方差与类内方差的比值

这个嵌入的低维空间，存在一个恰当的 高斯分
布，使同类别数据可以被映射到一起

定量计算步骤

计算数据样本集中每个类别样本的均值

Σ代表协方差矩阵=(x-mi)(x-mi)^T 注意这里的是(1,2,3,4)^T这样的基础向量

u表示该类别的均值

计算类内散度Sw和类间散度Sb

类内散度矩阵(within-class scatter matrix)，用来
表示同一个类别内的点的接近程度

Sw=Σ1+Σ2

类间散度矩阵(between-class scatter matrix)，
用来表示不同类别内的点的远离程度

Sb=(u0-u1)(u0-u1)^T

求Sw^-1Sb矩阵的顺序前r个特征向量，记作矩阵W

(Zi=W*Xi,Yi）为结果

和PCA的区别

PCA无监督，LDA有label

PCA寻找类间方差最大
LDA寻找类内方差最小，类间距离最大（中心距离）

PCA降维维数<原始数据特征维度d
LDA降维维数≤min(K-1, d)，和样本类别个数K有关

4.5 Ada Boosting

集成若干个弱分类器，序列化机制，完成复杂的分类任务

可视作集成学习(ensemble learning)

采取了序列化学习机

制

引入概念

大概近似正确 PAC
如果采样数据N越大，实际u和估计v大概近似相等

基于数学理论：霍丁夫不等式

概率近似正确可学习PAC-learnable 可得到弱分类器h
一个概念是强可学习的充分必要条件是这个概念

是弱可学习

发现弱学习算法，可以提升到强学习算法

核心问题

如何提高被错误分类的样本的 权重

如何提高分类误差小的分类器的权重

步骤

训练本轮弱分类器

更新该弱分类器权重参数和数据集参数

加权弱分类器

具体见书计算

误差

误差上界 ΠZm
使得规范化因子小，促使累计误差快速下降

二分类时，可推到指数级下降

优化问题
霍夫丁不等式可以证明，该算法实际再最小化指

数损失函数

权重

样本权重 每次弱分类器训练时，样本权重加和为1

分类器权重
分类器权重和错误率有关，没有加和为1的控制要
求

214.6 SVM(不考)

第5章 统计机器学习-无监督学习

5.1 KMeans聚类

要求：特征变量连续，没有异常值

目标：将n个d维数据划分为K个聚簇，使簇内方差最小化

问题

离群点对均值影响大

使用其他目标函数，或者K-medoids（选择聚簇
中的具体点，而不是Kmeans中并不存在的平均值
点）

事先确定聚类数目K 使用层次聚类方法，不用事先约定K

易受初始值影响，初始化影响大 多使用几次初始值重复，forgy和random partion

对数据尺度敏感，各个维度单位要统一

欧氏距离假设数据每个维度的重要性是一样的，

所以厘米和米作为单位对结果有不一样的影响

使用谱聚类，spectral clustering，对坐标空间不
敏感

算法是迭代执行，时间开销大

硬分类

硬分类指只有0/1，软分类指介于0-1的概率值，
代表属于不同聚簇的概率

软分类：高斯混合模型

应用

图像压缩

文本聚类

5.2 主成分分析PCA

3其他称呼

3
要求：降维后的结果保持原始数据的原有结构，

数学角度来说就是保持原始高维数据的总体方差

结构

10方差、协方差和相关系数

7步骤

结果

从d维降成l维

学习到一个映射矩阵d*l，这l个d维的向量线性无
关，将n*d * d*l -->n*l

将带约束的最优化问题，通过拉格朗日乘子法将

其转化为无约束最优化问题

保证映射投影（降维）后，所得结果方差最大以

及投影方向正交（以去除冗余度）

18其他降维方法

85.3 特征人脸方法

5.4 潜在语义分析

通过对由大规模文本语料库构建的单词-文档矩
阵进行分解，来挖掘海量文本中的上下文关系

单词文档矩阵奇异值分解，重建 不用到文档信息

U的行向量，LSI单词向量
V的行向量，LSI文档向量

皮尔逊相关系数 单词-文档、文档-文档、单词-单词

基于重建单词-文档矩阵A2得到的相关系数矩阵
中，单词-单词之间的相关关系会更加明确

隐性空间维度由分解过程中所得对角矩阵中对角

线上不为0的系数个数决定

单词和文档映射到隐性空间后具有相同的维度

145.5 期望最大化算法

第6章 深度学习

6.1 发展历史

6.2 前馈神经网络
feedforword neural network

概念

神经元
对f(wixi)做判断，若大于θ则为1，视为激活，否
则为0

激活函数

为了能够使用梯度下降，激活函数必须连续可导

sigmoid容易出现导数为0的梯度消失问题1/(1+e^-x)f(x)*(1-f(x))

tanh神经网络容易收敛，但是梯度随着深度增加而消

失
(1-e^-2x)/(1+e^-2x)1-f(x)^2

ReLU修正线性单元

x>0：导数为常，克服梯度消失f(x)={x,x>0 else 0}

x<0：导数为0，使得参数为0，使神经元稀疏，
避免过拟合

softmax

用于多分类问题，求输入数据在所有类别上的概

率分布

所有的总和为1

损失函数

均方误差函数MSE=1/n Σ（yi-yi'）^2

交叉熵损失函数
对于数据x而言，其实际分布概率y与预测概率
y‘的交叉熵损失函数为：Σ-yi*log(yi'^T)

比如（1，0，0）和（0.2，0.3，0.5）就是-
(1*log0.2)

损失函数值越小，也就越好

单层感知机P207 Percptron Networks

激活函数就是sign

可用来区分线性可分数据AND,NAND,OR

异或XOR不行四个点，不能用一条线分开

多层感知机

隐藏层可以使用非线性激活函数

输入层+多个隐藏层+输出层

XOR：输入层维度为2，输出层维度为1，隐藏层
包含非线性激活函数

参数优化和学习

梯度下降

在多元函数中，梯度是对每一变量所求导数（即

偏微分）组成的向量

梯度的反方向是函数值下降最快的方向，因此是

损失函数求解的方向

损失函数一般都是凸函数

分类

批量梯度下降整个训练集上计算Loss

随机梯度下降使用每个样本计算Loss，分别更新参数

小批量梯度下降一批，累计误差，更新参数

反向传播

反正就是链式求导，要求得了后面的偏导，才能

一步步向前求偏导更新

举例：p212

定义

是一个监督学习的过程

从输出端出发，从后往前梯度下降更新

结构

输入层

隐藏层

输出层

同一层神经元不相互连接，不同层神经元只有相

邻的连接

6.3 卷积神经网络概念

卷积核

空间依赖

高斯卷积核

所有系数sum=1

中心最大，向外扩散的过程中逐渐减少

图像平滑操作：

当卷积核中心权重越小、和其他卷积权重系数差

别越小，则所得图像滤波结果越模糊

作用：对图像进行平滑、模糊化处理

局部感知，参数共享，减少参数防止过拟合

与fc比，cnn还要优化卷积核

Padding

边缘填0

卷积后的图像分辨率将与卷积前的图片分辨率保

持一致，则不存在下采样

Striding设定步长，跳过一些像素

Feature map卷积滤波结果图

下采样操作信息约减

感受野

每个输出点的取值仅依赖于，输入图像中该点和

领域区域点的取值

是特征图上一个点对应输入图像上的区域

池化

对特征图进行约减 下采样

分类

最大池化

平均池化

K最大池化

全局平均池化GAP
global average pooling较少参数学习

分布式向量表达卷积-激活函数-池化-全连接层

神经网络正则化

提升泛化能力，减少过拟合

Dropout

随机丢掉一部分神经元

每次迭代训练中，以一定概率随机屏蔽每一层中

若干神经元

批归一化batch normalization

把神经网络中每一层任意神经元的输入值分布改

成标准正态分布，把向sigmoid后大部分偏向-1和
1的分布强制映射成标准正态分布

则激活函数的 input被映射到梯度较大区域，克
服梯度消失问题，提高收敛速度

L1和L2正则化

损失函数中加入：正则化权重×正则化项
防止过拟合，因为过拟合的模型往往参数量大，

以参数量大小作为惩罚措施

L0范数W中非零元素个数

L1范数W中各个元素绝对值之和

L2范数W中各个元素平方和

6.4 循环神经网络

定义处理序列数据

沿时间反向传播算法 BPTT

ht由当前输入数据xt,前一时刻的隐式编码ht-1共
同计算生成，ht=Φ(U*Xt+W*ht-1)，激活函数一
般为sigmod或者tanh

如果将ht展开，得到与fc相似结构，可利用反向
传播和梯度下降训练参数，但是这样会将所有时

刻（或者部分时刻）上的损失累加

输入序列过长时，容易出现梯度爆炸、（由于链

式求导中参数连乘导致极小）梯度消失的问题

缺点：

① 有一定记忆能力，但当彼此相关信息在序列中
过远，难以捕捉时序依赖关系；

② 若输入序列过长，容易出现梯度消失或梯度爆
炸

根据输入输出的多寡

多对多

机器翻译

摘要生成

视频说明

多对一

情感分类

问答匹配

一对多图像描述生成

LSTM长短时记忆模型

详细结构p229

使用内部记忆单元和门结构来对当前时刻输入信

息及前序时刻所生成的信息来进行整合和传递。

内部记忆单元中的信息可以视为对历史信息的累

积

ct：内部记忆单元，长时记忆

ht：隐式编码，代表了短时记忆

三种门

输入门it控制有多少信息可以流入当前时刻内部
记忆单元ct

遗忘门ft控制上一时刻的内部记忆单元ct-1有多
少可以涌入当前时刻内部记忆单元

输出门控制输出ht=ot圈乘tanh(ct),ct由it和ft控制
得到，具体见228。

圈乘通过系数例如0.1控制那一维上有多少数据能
涌入

tanh值域（-1，1），可以在整合信息时做到增为
正减为负

三个门结构所输出向量的维数、内部记忆单元的

维数和隐式编码的维数均相等，其值在(0,1)

依靠门结构，从t到t+1靠加法来进行更新，至少
大于等于ft，避免了梯度消失

输出门内容不进cell

门控循环单元GRU

不再使用记忆单元，仅使用隐藏状态来进行信息

的传递

简化版的LSTM

更新门 重置门
更新门类似于遗忘门和输入门

重置门用于控制忽略前一时刻的状态信息的程度

6.5 深度学习在自然语言和CV上的应用

词向量模型

词袋

单词是独立符号，忽视依赖关系

one-hot编码

遇到维度灾难的问题

分布式向量表达生成向量表达：Word2Vec

输入的是k hat，那么输出中k维要最大

训练模式

CBOW根据上下文，预测单词

skip-gram根据单词，预测上下文

两种方法都碰到训练慢的问题2*V*N，模型参数量增大快

加快模型训练

负采样

层次化softmax

图像分类和目标定位

第7章 强化学习

基本定义
智能体在不断与其所处环境交互种进行学习的一

种方法

agent：智能体

environment：环境，与智能体互动和给予反馈

state：状态，对智能体所采取决策产生影响的信
息

action：智能体对环境采取的动作方式

policy：智能体根据state做action的依据

reward：智能体action之后，environment给予的
反馈，正数代表奖励，负数代表惩罚

和有监督学习、无监督学习的关系

学习依据：基于评估

数据来源：数据在互动中学习中产生

决策过程：序贯决策，前面的决策影响后面的决

策，比如下棋，比如游戏

学习目标：趋向于得到最大的Reward（是趋向）

马尔可夫

马尔可夫性下一刻的状态Xt+1只受Xt影响，不受到Xt-1等影响

马尔科夫链满足马尔可夫性的离散随机过程

马尔可夫奖励过程MRPS,P,R,r

状态集合、状态转移概率、奖励函数、折扣因子

S：走格子问题中，S={s1,s2...sd}

P：走格子问题中，P(St,St+1)指是是从St到St+1
的概率，满足马尔可夫性

R：走格子问题中，Rt+1=R（St,St+1）,主要看的
是St+1是在哪个地方

r：ratio，Gt=Gt+1 + rGt+2 +...，可以看出更注
重短期收益

马尔可夫决策过程MDP

S,P,R,r,A
A指的是智能体的动作集合。可以是有限的，也
可以是无限的。=>状态转移可以是确定的也可以
是随机概率性的（确实，比如给一个随机概率）

轨迹（S1,A1,R1,S2,A2,R2,S3...）称之为轨迹

episodic轨迹长度有限，即包含终止状态

continuing不含终止状态

episode从初始状态到终止状态的一个完整的轨迹

7.1 强化学习问题定义

策略学习问题：给定一个马尔可夫决策过程

MDP=(S, A, P, R, γ)，学习一个最优策略Π，对任
意s∈S，使价值函数VΠ(s)值最大

价值函数 
从当前状态，按照Π，后面能获得多少好处，衡
量了某个状态的好坏程度

动作-价值函数当前状态，按照Π采取动作a后，期望获得的回报

贝尔曼方程=动态规划方程

动态规划：也就是想验证VΠ(s)的推导式里可以只
要VΠ，qs(a)里可以只要qs

7.3式思想：当前状态的价值函数=当前可能采取动作
a的概率*动作a的动作价值函数。
VΠ(s)=ΣΠ(s,a)qΠ(s,a)

7.4式思想：当前的动作价值函数=Σ采取当前动作可
能进入状态的概率*[R+r*VΠ（s'）]

价值函数的贝尔曼方程：把qs(a)用7.4替换，只剩下
了VΠ

动作-价值函数的贝尔曼方程，把VΠ(s')用7.3的式子替
换，只剩下了qs

验证了马尔可夫性：只与策略，瞬时奖励、下一

步的状态、动作等有关系，和时间没有关系

求解手段

基于价值

基于策略

基于模型

7.2 基于价值的强化学习

7.2.1 通用策略迭代GPI
general policy iteration

策略评估通过策略计算价值函数

策略优化通过价值函数优化策略

策略评估和策略优化交替进行进行的求解

7.2.2 策略优化定理

也就是为每一步选择最好的动作a，基于对q(a)的
评价

更优策略是一个偏序关系x<=y

如果两个策略关系Π和Π'，满足按Π‘策略的
q(s,Π‘(s) )≥q(s,Π(s))，则价值函数上也有这个关系
VΠ’(s)≥VΠ(s)

因此，如果每一步都选max q(s, a)，则这个策略
至少不会比其他的差

q(s,Π'(s))的定义，重要，看课本 另外要注意推导
例子P261

经过策略优化后，会为状态s选择最佳策略Π，选
择其最佳的一步

7.2.3 策略评估方法

基于对VΠ，得到正确合适的VΠ

基于动态规划的方法

就是通过7.3式不断优化，当然也可以视作是动态
规划只包含VΠ(s)的那种优化

高斯-赛德尔迭代法

P263，已知状态转移概率函数和价值函数，迭代
计算，更新价值函数，递推方法，直到收敛

缺点：

（1） 要求输入状态转移概率函数，即要求算
法对环境构建明确模型

（2）若精确计算每个状态的价值函数，效率
很低                  
（3）无法处理状态集合大小无限的情况

基于VΠ（s）

基于蒙特卡洛采样的方法

状态转移概率不知道，但可以通过样本均值来估

计

从某状态出发，根据策略走MaxIter条片段出来，
求每条片段对应的Gt，其均值就作为价值函数。

比如1这个态，我们不知道它有多大概率往上多大
概率往下，那么尽可能枚举轨迹1-2-3-6;1-2-5-9
然后看这些轨迹得到的反馈，去求平均

联想7.3式，本质是用大量的尝试去模拟了这里的
更新

优点：

① 不依赖状态转移概率，不用显式定义状态转移
矩阵

② 计算资源集中在感兴趣的状态上，即被采样的
状态，以此克服状态过多时的计算效率低下问题

缺点：

① 价值函数估计不准确
② 只有转移到终止状态才能知道回报，导致采样
轨迹很长，影响效率

通过大幅度采样拟合VΠ(s)

时序差分法

思想：

通过采样获取环境信息

利用前序已知信息在线学习，更新不用等到终止

状态

时序差分，指的是对采样得到的更新值不照单全

收，用alpha松弛变量控制一下，综合当前值和
采样得到的值

采样，但是不等一条全部结束再计算。根据下一

个状态的V(s)就算掉，克服采样轨迹的稀疏性和
可能带来的样本方差较大的问题，缩短反馈周期

直接采取特定的动作，利用差分更新

基于VΠ（s）

7.2.4 基于价值的强化学习算法

价值迭代算法

对于每一个状态S，都不断的去做评估，每一轮
看所有的状态S

随机初始化价值函数

先进行策略评估，再选择动作

最后用选择动作的qΠ(s,a)更新当前的V(s)

缺点：需要依赖状态转移函数P和计算所有状态
所带来的效率低的问题，要求状态转移矩阵

Q-learning

从初始状态开始，每次评估一个最好的方案，然

后做一次状态转移，等到终止状态后，重新从初

始状态开始。

随机初始化动作-价值函数，而不是使用VΠ
随机初始化时，终点设置为0/0，其余位置可以随
机初始化

先选择动作，再利用差分方法进行评估更新

用更新的值更新此时的qΠ(s,a)

问题
算法始终不去尝试那些估计值较低但实际上更好

的策略

7.2.5探索与利用

离策略算法

采样时策略和更新时策略不一致

ε-贪心版本的Q learning
把“选择当前q_max的action”改成有一定概率ε随
机选择action。但后续更新计算q时max操作保留

ε的适当增大可以促进算法乐于探索

在策略算法采样时策略和更新时策略一致

在策略的Q学习称为Sarsa

此时把7.7的第7行a'也改成贪心采样出来的

7.2.6参数化与深度强化学习

用数组存放q值表的问题：
① 状态太多，很难存
② 被访问少的状态或者没有访问的q是不可靠的

解决方案：深度强化学习

参数化

用非线性回归模型拟合q函数

用有限的参数刻画无限的状态

由于回归函数的连续性，没有探索过的状态也可

以用周围的状态来估计

当regression是个深度神经网络，则称为深度强
化学习算法

举例：深度Q学习算法

问题

1 样本相关性强
相邻样本来源于同一条轨迹，Q学习又倾向于反
复更新一部分状态，来源于已采样的轨迹，而不

是均匀分布在整个状态空间。因此，传统Q和深
度回归Q都会使这部分状态更加准确，但对于未
采样状态的估计，深度回归Q会导致更不准。

2 对参数θ的更新会同时用来计算q的估计值和当
前值

算法可以把估计值往当前值调整，也可以反过

来。这使优化目标不唯一，收敛不稳定

深度Q网络DQN

P277-解决上面俩问题

解决样本关联性强问题经验重现

四元组(s, a, R, s')
每新一组就放进去存着

计算Loss的时候从历史记录里随机挑一批出来算

样本相关性减弱；

重复利用过去的经验，提高信息利用效率

解决同样参数θ更新2值目标网络

即新建了一组参数θ’，用来更新q的估计值

θ‘比较稳定，定期把θ同步给θ’

第8章 人工智能博弈

8.1 博弈论概念

博弈论术语

起源：《博弈论与经济行为》出版

玩家、信息、规则、策略、策略集

按照一定的概率选择：混合策略

能够确定选择：纯策略

星斗后的状态：局势、收益、混合策略下的：期

望收益

囚徒困境：总体最优局势不是均衡局势；个人最

佳选择不等于团体最佳选择。
也是一种纳什均衡

8.1.3 博弈分类

合作博弈、非合作博弈

同时决策：静态博弈；不同时决策，后决策知道

前决策者的决策：动态决策

完全信息博弈：参与者均掌握其他参与者策略集和收

益信息（但不知道他选了什么）；                                
不完全信息博弈：并非所有参与者都有信息；           
完美信息博弈：不仅知道那个人可以怎么选，还知道

他选了什么

零和博弈、非零和博弈

8.1.4 纳什均衡

定义

当所有博弈参与者都不改变策略，就不会有任何

博弈参与者会有动机改变自身的策略，是一种静

态（稳态）平衡

任何参与者单独改变策略都不会得到好处

混合策略纳什均衡
博弈过程中，博弈方以概率形式随机从可选策略

中选择一个策略而达到的纳什均衡

最佳反应策略

如果每个玩家的策略相对于其他玩家的策略而言

都是最佳反应策略，那么策略组就是一个纳什均

衡策略

雇员雇主的例子，P302

纳什定理：参与者有限，每位参与者采取策略的

集合有限，收益函数为实值函数，则博弈对抗必

存在混合策略意义下的纳什均衡——未证明

可证明：策海格定理，对于一个有限步的双人完

全信息零和动态博弈，一定存在先手必胜或者后

手必胜或者双方保平状态

博弈论

博弈策略求解

博弈规则设计

8.3 博弈规则设计
双边匹配算法，结婚例P319

单边匹配算法，最大交易圈P321

为减少时间开销
提出剪枝方法

h(n)可以用来计算f(n)


